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So far, we have considered a system with a Hamiltonian H independent of time t. In order to completely
solve a problem in quantum mechanics, we need to

1. solve an eigenvalue problem for H; H |φn〉 = En |φn〉,

2. expand an initial state |ψ(0)〉 in terms of eigenstates |φn〉 of H; |ψ(0)〉 =
∑
n cn(0) |φn〉,

3. obtain the time-evolution state |ψ(t)〉;

|ψ(t)〉 = U(t) |ψ(0)〉 = e−iHt/~ |ψ(0)〉 =
∑
n

e−iEnt~cn(0) |φn〉 .

In principle, this procedure describes any closed quantum mechanical system by making the system “big
enough”. To one extreme, you can think of the whole universe as a single quantum mechanical state. How-
ever, in most cases, we want to describe interactions of a small system with external disturbance. Therefore,
we want to isolate the small system described by H0 and describe interactions with the environment through
V (t), which is time-dependent.

Some examples of systems that interact with the environment.

1. Spin magnetic resonance

A spin-1/2 particle is in a region with time-varying magnetic field, where

~B = B0ẑ +B1 (x̂ cosωt+ ŷ sinωt)

We can describe this system using a two-state model, which we will discuss later.

2. Atom in an external electromagnetic radiation field

When an atom is inside an electromagnetic radiation field, electrons in the atom can absorb energy
from the field and make transition from a lower-lying state to higher-lying state. On the other hand,
the radiation field can induce the emission of photon by electrons in excited states. This phenomenon
is called stimulated emission. Therefore, the radiation field can cause either absorption or stimulated
emission.

Both of these phenomena can be understood by coupling quantum mechanical systems to a classical electro-
magnetic field. This approach is, therefore, called a semi-classical approach, since the electromagnetic field
is treated classically. We also note that energy of this system is not conserved since the interaction part of
the Hamiltonian is time-dependent. Energy would be conserved if we consider a “big enough” system.

There is another type of emission, which is called “spontaneous emission”. In order to described the sponta-
neous emission, we need to quantize the electromagnetic field, which we would need Quantum Field Theory
that is not covered in this class.
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9.1 Time-dependent potential

We will use the interaction picture to describe a system that interacts with the environment. The Hamiltonian
of the system is given by

H = H0 + V (t),

where H0 is time-independent and exactly solvable, and V (t) is the time-dependent part and represents the
interaction with the environment.

A state in the interaction picture is defined as

|ψ(t)〉I = eiH0t/~ |ψ(t)〉S ,

where | 〉S denotes a state in the Schrödinger picture. We note that

|ψ(t)〉S = U(t) |ψ(0)〉 = e−iHt/~ |ψ(0)〉 .

Therefore, if V (t) = 0, then

|ψ(t)〉I = |ψ(0)〉 ,

which is a state in the Heisenberg picture. Hence, if V (t) = 0, the interaction picture is the same as the
Heisenberg picture. For operators, we can define the operator in the interaction picture as

AI = eiH0t/~ASe
−iH0t/~.

Similarly, we can see that if V (t) = 0, then AI = AH . That is, an operator in the interaction picture is the
same as the operator in the Heisenberg picture. We note that for the Heisenberg picture,

|ψ(t)〉H = eiHt/~ |ψ(t)〉S

and

AH = eiHt/~ASe
−iHt/~.

The difference between the interaction picture and the Heisenberg picture is that for the the interaction
picture we use H0 but for the Heisenberg picture, H is used to transform states and operators.

We consider the time evolution of a state in the interaction picture. From the Schrödinger equation, we have

i~
∂

∂t
|ψ(t)〉I = i~

∂

∂t

(
eiH0t/~ |ψ(t)〉S

)
= −H0e

iH0t/~ |ψ(t)〉S + eiH0t/~ (H0 + V (t)) |ψ(t)〉S
= eiH0t/~V (t) |ψ(t)〉S
= eiH0t/~V (t)e−iH0t/~eiH0t/~ |ψ(t)〉S

⇒ i~
∂

∂t
|ψ(t)〉I = VI(t) |ψ(t)〉I

We can see that this equation is similar to the Schrödinger equation but we replace H by VI(t). Hence, the
time evolution of the state in the interaction picture is governed by the interaction potential VI(t). Using
the Schrödinger equation, we can also show that for an operator A,

dAI
dt

=
1

i~
[AI ,H0] +

(
Ȧ
)
I
,
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which is similar to the Heisenberg picture, where

i~
∂

∂t
|ψ(t)〉H = 0

dAH
dt

=
1

i~
[AH ,H] +

(
Ȧ
)
H
.

The interaction picture is between the Schrödinger picture and the Heisenberg picture as illustrated by the
table below.

Heisenberg Interaction Schrödinger
state no change time-evolved by VI time-evolved by H

observable time-evolved by H time-evolved by H0 no change

From this type of system, it is more convenient to solve the Schrödinger equation in the interaction picture
by expanding |ψ(t)〉I using a basis of eigenstates of H0. Given that H0 is solved

H0 |n〉 = En |n〉 ,

we can expand |ψ(t)〉I in terms of |n〉 as

|ψ(t)〉I =
∑
n

cn(t) |n〉 ,

and rewrite the Schrödinger equation as (〈n| ×)

i~
∂

∂t
〈n|ψ(t)〉I︸ ︷︷ ︸

cn(t)

=
∑
m

〈n|VI |m〉︸ ︷︷ ︸
matrix element of VI

cm(t)︷ ︸︸ ︷
〈m|ψ(t)〉I

⇒ i~ċn(t) =
∑
m

Vnm(t)ei(En−Em)t/~cm(t).

For the matrix element of VI in the |n〉 basis, we note that

〈n|VI |m〉 =
〈
n
∣∣∣ eiH0t/~VS(t)e−iH0t/~

〉
= eiEnt/~ · e−iEmt/~ 〈n |VS(t) |m〉︸ ︷︷ ︸

Vnm(t)

= ei(En−Em)t/~Vnm(t).

Therefore, we have

i~ċn(t) =
∑
m

Vnm(t)eiωnmtcm(t) ,

where ωnm =
En − Em

~
= −ωmn. In a matrix form, this equation can be explicitly rewritten as

i~


ċ1
ċ2
ċ3
...

 =


V11 V12e

iω12t V13e
iω13t · · ·

V21e
iω21t V22 V23e

iω23t · · ·
V31e

iω31t V32e
iω32t V33 · · ·

...
...

...
. . .



c1
c2
c3
...


Any system that interacts with the environment through V (t), that is governed by the Hamiltonian H =
H0 +V (t), can be describes by this equation. However, in general this equation is difficult to solve, especially
for a high dimensional Hilbert space. In the next section we will consider one of the simplest problems that
is exactly solvable in the interaction picture.
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9.2 Two-state system

The two-state problem can be solved exactly. The Hamiltonian for this system can be described by

H0 = E1 |1〉 〈1|+ E2 |2〉 〈2|
V (t) = γeiωt |1〉 〈2|+ γe−iωt |2〉 〈1|

In a matrix form, we can rewrite the Hamiltonian as

H = H0 + V (t)

=

[
E1 0
0 E2

]
+

[
0 γeiωt

γe−iωt 0

]

In the interaction picture, the time derivative of the coefficients cn(t) is described by a set of equations we
have derived in the previous section,

i~ċ1 =

2∑
m=1

V1me
iωimtcm(t) = γeiωt · ei(E1−E2)t/~c2(t) = γei(ω−ω21)tc2(t)

i~ċ2 =

2∑
m=1

V2me
iωimtcm(t) = γe−iωt · ei(E2−E1)t/~c1(t) = γe−i(ω−ω21)tc1(t)

We have two coupled differential equations, which are solvable. In a matrix form, this equation can be
rewritten as [

ċ1
ċ2

]
= γ

[
0 ei(ω−ω21)t

e−i(ω−ω21)t 0

] [
c1
c2

]
⇒ dC(t)

dt
= γ

[
0 ei(ω−ω21)t

e−i(ω−ω21)t 0

]
C(t),

where C(t) =

[
c1
c2

]
. This equation is called the Rabi’s formula. We will solve these coupled differential

equations by taking the derivative and substituting c2 for c1 or vice versa.

i~c̈1 = i (ω − ω21) γei(ω−ω21)t/~c2 + γei(ω−ω21)t/~ċ2

= i (ω − ω21) (i~ċ1) + γei(ω−ω21)t/~ · 1

i~
γe−i(ω−ω21)t/~c1

⇒ c̈1 = i (ω − ω21) ċ1 −
γ2

~2
c1

Therefore, the differential equation for c1 is

c̈1 − i (ω − ω21) ċ1 +
γ2

~2
c1 = 0

Similarly, for c2 we have

c̈2 + i (ω − ω21) ċ2 +
γ2

~2
c2 = 0

We can solve both of these equations by considering the characteristic polynomial

λ2 − i (ω − ω21)λ+
γ2

~2
= 0.
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Solutions of this equation are

λ1,2 = i

ω − ω21

2
±

√
(ω − ω21)

2

4
+
γ2

~2

 .

Therefore,
c1(t) = Aeλ1t +Beλ2t = ei(ω−ω21)t/2

(
AeiΩt +Be−iΩt

)
,

where Ω =

√
(ω − ω21)

2

4
+
γ2

~2
, and we can find c2(t) using

i~ċ1 = γei(ω−ω21)t/2c2(t)

⇒ c2(t) =
~
γ

[
−
(
ω − ω21

2
+ Ω

)
AeiΩt −

(
ω − ω21

2
− Ω

)
Be−iΩt

]
.

We can find A and B using the initial condition that c1(0) = 1 and c2(0) = 0. That is, all particles are in
the ground state at t = 0.

A+B = 1

−
(
ω − ω21

2
+ Ω

)
A−

(
ω − ω21

2
− Ω

)
B = 0

We can solve for A and B, and obtain

⇒ A =
Ω− (ω − ω21) /2

2Ω

B =
Ω + (ω − ω21) /2

2Ω

Therefore, c2(t) is equal to

c2(t) =
~
γ

(
−Ω2 − (ω − ω21)

2
/4

2Ω
eiΩt +

Ω2 − (ω − ω21)
2
/4

2Ω
e−iΩt

)

=
~
γ

Ω2 − (ω − ω21)
2
/4

Ω
· i sin Ωt

⇒ c2(t) =
iγ/~√

(ω − ω21)
2
/4 + γ2/~2

· sin Ωt.

The probability of being in the E2 state is therefore equal to

|c2(t)|2 =
γ2/~2

(ω − ω21)
2
/4 + γ2/~2

· sin2 Ωt ,

and the probability of being in the E1 state is

|c1(t)|2 = 1− |c2(t)|2 .

We can think of |c2(t)|2 as a probability that a particle is excited and makes a transition from the E1 to E2

state. Therefore, |c2(t)|2 represents the absorption probability. On the other hand, |c1(t)|2 represents the



9-6 Lecture 9: Time-dependent Perturbation Theory

stimulated emission probability. At the resonance, where ω = ω21, the maximum probability of |c2(t)|2 is

equal to one while the minimum probability of |c1(t)|2 can reach zero as shown in the figure below.
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Figure 9.1: |c1(t)|2 and |c2(t)|2 off resonance (left) and on resonance (right).

The amplitude of the probability |c2(t)|2 as a function of ω is described by a Lorentzian, as shown below,

where ∆ =
4γ

~
is full-width-at-half-maximum (FWHM). The amplitude peaks at the resonance where ω =

ω21, and the width of the amplitude around the resonance is proportional to γ, which represents the strength
of the interaction.

ω = ω21

∆

ω

|c2(t)|2

This two-state problem shows a basic principle of absorption and stimulated emission. In general, we can
simplify an atom, which has many energy levels, into a two-state system. This atom then interacts with a
background radiation field at frequency ω. The interaction part of the Hamiltonian can be described by

V (t) = γ

(
0 eiωt

e−iωt 0

)
.

When ω is near ω21 =
E2 − E1

~
, the atom can absorb photons from the radiation field most efficiently.
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Examples of 2-state systems

1. Spin magnetic resonance

We consider a spin-1/2 particle in a time-varying magnetic field described by

~B = B0ẑ +B1 (x̂ cosωt+ ŷ sinωt) .

This magnetic field rotates around the z−axis as depicted below.

The Hamiltonian for this system can be described by

H = −gµB
~S

~
· ~B = −1

2
gµB [σzB0 +B1 (σx cosωt+ σy sinωt)] = H0 + V (t),

where µB =
e~

2mc
. In a matrix from, we have

H0 = −e~B0

2mec

(
1 0
0 −1

)
V (t) = −eB1~

2mec

(
0 e−iωt

eiωt 0

)
.

We can see right away that this Hamiltonian is that of the two-state system, where we have E1 =

−eB0~
2mec

, E2 =
eB0~
2mec

, and γ = −eB1~
2mec

. Therefore, we can apply the results of the two-state system to

this problem.

If B1 = 0 (no interaction between the two states), a spin will precesses around the z−axis due to the
constant magnetic field B0 along the z−axis with the angular frequency

ω21 =
E2 − E1

~
=
|e|B0

mec
.

The probability |c±|2 are unchanged with time. Therefore, the system remains in the eigenstates with
rotating phase. There is no transition between |+〉 ←→ |−〉. The expectation value of Sz 〈Sz〉 is
unchanged but since the spin rotates in the xy−plane, 〈Sx〉 and 〈Sy〉 change. We have already solved
this problem.

If B1 6= 0, there is an oscillation between the probability |c±|2, which means that the spin can make
the transition between |+〉 ←→ |−〉. We can think of the state |1〉 in the two-state system as |−〉 and
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|2〉 as |+〉. We call this transition “spin-flops”. We can calculate the probability of “spin-flops” using
the results from the two-state system.

Classically, we can think of the spin-flop transition as spin precessing around the t−dependent axis,

which rotates around the z−axis. At the resonance where ω = ω21 = |e|B0

mec
, ~B rotates around the

z−axis at the precessing frequency ω21. This gives rise to the complete spin flop transition. That is,
|c−|2min = 0 and |c+|2max = 1. Here, we assume that initially the spin is in |−〉, and the frequency of
the spin-flop is Ω ∼ B1. If the system is not at the resonance, the spin-flop is then not complete. The
figure below shows the spin-flop transition due to the magnetic field B1 in the xy−plane.

We note that

(a) The transitions |+〉 ←→ |−〉 occur for any finite value of B1 at the resonance, since at the
resonance the strength of amplitude of spin-flop is independent of B1. Therefore, we obtain the
complete spin flop at the resonance but the time it takes for the spin to flop is very large for small
B1 (Ω ∼ B1).

(b) In an experiment, it is easier to apply

~B = (0, B1 sinωt,B0)

than rotating B1 in the xy−plane. However, there is relatively small contribution from a term
e−iωt near the resonance. Therefore, near the resonance, only ω = ω21 from a term eiωt is relevant.

2. MASER (Microwave Amplification by Stimulated Emission of Radiation)

For the next example, we consider an ammonia molecule NH3, which has two nearby states. These
two states are eigenstates of parity P : ~x→ −~x, which we will called |S〉 for a symmetric state and |A〉
for an anti-symmetric state, where

P |S〉 = |S〉 , P |A〉 = − |A〉 .

The eigenenergies for |S〉 and |A〉 are ES and EA, respectively, where ES . EA. Therefore, the
unperturbed Hamiltonian is described by

H0 =

(
ES 0
0 EA

)
.

We also note that the electron density near nitrogen is greater than near hydrogen creating the dis-
placement of charge in NH3 resulting in the electric dipole. Let ~µel be an operator for the electric
dipole. ~µel ∼ ~x is odd under parity, i.e. P~µelP = −~µel. Therefore,

〈A|~µel|A〉 = 〈S|~µel|S〉 = 0.
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On the the other hand,
〈A|~µel|S〉 = 〈S|~µel|A〉 6= 0.

In the presence of an time-varying electric field, the electric dipole can interact with the field giving
rise to the time-varying potential

V (t) = −~µel · ~E(t),

where ~E(t) = E0ẑ cosωt. Therefore, the time-varying perturbed potential is equal to

⇒ V (t) = γ

(
0 eiωt

e−iωt 0

)
,

where γ is a function of the matrix element of ~µel and E0. As you can see, this problem also has
a Hamiltonian of the two-state problem. We can, therefore, use the results we obtained from the
two-state problem to describe this system.

So, how does MASER work?

(a) We take a beam of NH3 with a mixing state of |S〉 and |A〉.
(b) We select only the antisymmetric state |A〉 by passing the beam through inhomogeneous electric

field. The different electric dipole of |A〉 and |S〉 will result in different forces acting on the two
states.

(c) We take the state |A〉 to go through a cavity with the microwave radiation field with ω = ω21 =
EA − ES

~
. At the resonance, the frequency of the transition is equal to Ω =

γ

~
. Therefore, to

obtain the complete stimulated emission from the transition |A〉 → |S〉, we need to vary the time

at which the beam spends inside the cavity to be equal to
π

2Ω
=
π~
2γ

by adjusting the velocity of

the NH3 beam.

This procedure will amplify the microwave field from the (stimulated) emitted photons with ω = ω21

from NH3 molecules. Note that we can also make hydrogen MASER using the hyperfine transition
with wavelength equal to 21 cm; this hyperfine transition is known to an accuracy of one part in 106.

9.3 Time-dependent Perturbation Theory

The two-state system is one example of the problems that can be solved exactly. In general, there is no
analytic solution for the Hamiltonian

H = H0 + V (t).

Therefore, we must use the perturbation analysis to expand cn(t) in a power series of V (t) assuming that
V (t) is small.

⇒ cn(t) = c(0)
n + c(1)

n (t) + c(2)
n (t) + · · · ,

where c
(0)
n represents the overlap with the initial state and is time-independent. In order to calculate cn(t),

we will use the propagator in the interaction picture UI(t; t0), where

|α, t0; t〉I = UI(t; t0) |α, t0〉I

and UI(t; t0) must satisfy the following Schrödinger equation

i~
∂

∂t
UI(t; t0) = VI(t)UI(t; t0)
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with the initial condition
UI(t0; t0) = 1.

We can solve this differential equation and obtain

UI(t; t0) = 1− i

~

∫ t

t0

VI(t
′)UI(t

′; t0)dt′.

The problem here is that the solution contain itself on the right hand side of the equation. Therefore, we
can obtain UI(t; t0) using an iterative method.

⇒ UI(t; t0) = 1− i

~

∫ t

t0

VI(t1)dt1 −
1

~2

∫ t

t0

dt1

∫ t1

t0

dt2VI(t1)VI(t2) + · · ·

+

(
− i
~

)n ∫ t

t0

dt1

∫ t1

t0

dt2 · · ·
∫ tn−1

t0

dtnVI(t1)VI(t2) · · ·Vn(tn) + · · ·

UI(t; t0) = 1 +

∞∑
n=1

(
− i
~

)n ∫ t

t0

dt1

∫ t1

t0

dt2 · · ·
∫ tn−1

t0

dtnVI(t1)VI(t2) · · ·Vn(tn).

We can rewrite this expression using the time-ordering operator.

⇒ UI(t; t0) =

∞∑
n=0

1

n!

(
− i
~

)n
Γ

[∫ t

t0

dt1

∫ t

t0

dt2 · · ·
∫ t

t0

dtnVI(t1)VI(t2) · · ·Vn(tn)

]
.

This series is called “Dyson series”. Now in order to calculate cn(t), we will consider the time-evolution of
a state. We start with the initial state |i〉 at t = t0.

|i, t0; t〉I = UI(t; t0) |i, t0〉I
=

∑
n

|n〉 〈n |UI(t; t0) | i〉︸ ︷︷ ︸
cn(t)

Therefore, to the second-order in V (t), we can take UI(t; t0) and substitute it into cn(t) = 〈n|UI(t; t0)|I〉.

⇒ cn(t) = δni −
i

~

∫ t

t0

dt1 〈n|VI(t1)|i〉 − 1

~2

∫ t

t0

dt1

∫ t1

t0

dt2
∑
m

〈n|VI(t1)|m〉 〈m|VI(t2)|i〉 .

We can evaluate each term and obtain

c(0)
n = δni

c(1)
n (t) = − i

~

∫ t

t0

dt1 〈n| VI(t1)︸ ︷︷ ︸
=eiH0t/~V (t)e−iH0t/~

|i〉

= − i
~

∫ t

t0

dt1e
iωnit1 Vni(t1)︸ ︷︷ ︸

=〈n|V (t)|i〉

c(2)
n (t) = − 1

~2

∑
m

∫ t

(t0)

dt1

∫ t1

t0

dt2 e
iωnmt1eiωmit2Vnm(t1)Vmi(t2).

Suppose we want to calculate the transition probability from |i〉 −→ |n〉, where n 6= i.

P (i→ n) = |cn(t)|2 =
∣∣∣c(0)
n + c(1)

n (t) + c(2)
n (t) + · · ·

∣∣∣2 .
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For the transition |i〉 −→ |i〉 or the probability of staying in the same state,

P (i→ i) = 1−
∑
n

P (i→ n) ∀n 6= i.

Transition amplitude and Feynman diagram

There is an alternative way to derive the transition amplitude using Feynman diagram. We can rewrite the
transition probability as

|cn(t)|2 = |〈n|UI(t; t0)〉|2 = |〈n|U(t; t0)|i〉|2 ,
since the difference between U(t; t0) and UI(t; t0) = eiH0t/~U(t; t0)e−iH0t/~ is just the phase. We can calculate
〈n|U(t; t0)|i〉 in a series of V (t) with the help of Feynman diagram. Then, we can use the fact that

cn(t) = 〈n|UI(t; t0)|i〉 = eiEnt/~−iEit/~ 〈n|U(t; t0)|i〉

to calculate cn(t). The graphical depiction of 〈n|U(t; t0)|i〉 using the Feynman diagram is shown in the figure
below.

The propagator is represented by a line segment, while the vortex represents the interaction part, which
involves a matrix element connecting two states.

Implicit integrals

∫
dti and sums

∑
m′

are performed for variables that are not fixed such as ti and mi in the

diagram above. Using the Feynman diagram, we can write the first-order term of 〈n|U(t; t0)|i〉 as

〈n|U(t; t0)|i〉 = − i
~

∫
dt1 e

−iEi(t1−t0)/~ 〈n|V (t1)|i〉 e−iEn(t−t1)/~.
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We can then use this to calculate

c(1)
n (t) = 〈n|UI(t; t0)|i〉 = eiEnt/~−iEit/~ 〈n|U(t; t0)|i〉

= − i
~

∫
dt1 e

iEnt1/~−iEit1/~ 〈n|V (t)|i〉

⇒ c(1)
n (t) = − i

~

∫ t

t0

dt1 e
iωnit1Vni(t1),

which is the same as what we have previous derived.

9.3.1 First-order perturbation calculations

In this section, we will apply the equation of the first-order perturbation theory to a simple perturbed
potential. From the previous section, we have

c(1)
n (t) = − i

~

∫ t

t0

dt1 e
iωnit1Vni(t1),

and the transition probability is equal to

P
(1)
i→n =

∣∣∣c(1)
n (t)

∣∣∣2 ,
assuming that n 6= i. In this class, we will only consider two special and simple cases, where the perturbed
potential is a harmonic or constant perturbation. We will first assume that the perturbation is harmonic,
where

V (t) = V sinωt,

and n matrix element of V (t) in a basis of the eigenstates of H0 |n〉 is

Vni(t) = 〈n|V (t)|i〉 =
1

2i
Vni(t)

(
eiωt − e−iωt

)
,

where Vni = 〈n|V |i〉 is a matrix element of V in the |n〉 basis. Therefore, we have

c(1)
n (t) = −Vni

2~

∫ t

t0=0

dt′ eiωnit
′
[
eiωt

′
− e−iωt

′
]

= −Vni
2~

[
ei(ωni+ω)t − 1

i (ωni + ω)
− ei(ωni−ω)t − 1

i (ωni − ω)

]
⇒ c(1)

n (t) =
1

i

Vni
2~

[
1− ei(ωni+ω)t

ωni + ω
− 1− ei(ωni−ω)t

ωni − ω

]
Similarly, for V (t) = V cosωt, we obtain

c(1)
n (t) =

Vni
2~

[
1− ei(ωni+ω)t

ωni + ω
+

1− ei(ωni−ω)t

ωni − ω

]
.

Constant Perturbation

If ω = 0 for the case of V (t) = V cosωt, we have a constant perturbation V (t) = V and the transition
amplitude becomes

⇒ c(1)
n (t) =

Vni
~ωni

(
1− eiωnit

)
,
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and the transition probability is equal to

P (1)(i→ n) =
∣∣∣c(1)
n (t)

∣∣∣ =
4 |Vni|2

(En − Ei)2 sin2

(
En − Ei

2~
t

)
.

We can plot this transition probability as a function of ωni =
En − Ei

~
.

−4π/t −2π/t 0 2π/t 4π/t

∆

ωni

P (1)(i→ n)

The width of the main peak at ωni = 0 is proportional to 1/t and the probability grows proportionally to
t2. Therefore, after time t, the transition probability becomes taller but skinnier. The uncertainty of ω is
equal to

∆ω ≈ 2π

t
⇒ ∆E ≈ 2π~

t
⇒ ∆E∆t ∼ ~.

Therefore, the energy conservation only happen where ∆E = 0 as t→∞ in a semi-classical picture.

Fermi’s Golden Rule

As you can see from the graph above, the transition probability peaks around ωni = 0, that is, En ∼ Ei. If
the states around Ei is closely spaced, then the total transition probability is approximately equal to

P (1)(i→ [n]) =
∑
n 6=i

∣∣∣c(1)
n

∣∣∣2 ,
where [n] denotes the states around Ei. When the spectrum of En is continuous, we can write the density
of states as

ρ(E) = lim
∆E→0

numbers of states with E −∆E/2 6 E 6 E + ∆E/2

∆E
,

and the sum changes to an integral,

P (1)(i→ [n]) =

∫
dEn ρ (En)

∣∣∣c(1)
n

∣∣∣2
= 4

∫
dEn sin2

[
(En − Ei) t

2~

]
|Vni|2

(En − Ei)2 ρ (En)
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Since the area under the main peak grows linearly with t, the transition probability also grows linearly with
t. For large t (but small enough that the first order calculation is still valid), we can use the following identity

lim
α→∞

sin2 αx

αx2
= πδ(x),

to calculate

lim
t→∞

1

(En − Ei)2 sin2

[
(En − Ei) t

2~

]
=
πt

2~
δ (En − Ei) .

Therefore, we have

lim
t→∞

P (1)(i→ [n]) = 4|Vni|2 lim
t→∞

∫
dEn sin2

[
(En − Ei) t

2~

]
1

(En − Ei)2 ρ (En)

= 4|Vni|2
πt

2~

∫
dEn ρ (En) δ (En − Ei)

=
2π

~
|Vni|2ρ (En) t

∣∣∣∣
En'Ei

,

where |Vni|2 = lim
∆E→0

∫ ∆E/2

−∆E/2

dEn |Vni|2, which is well defined given that Vni varies smoothly with En. We

can also calculate the transition rate ω.

ωi→[n] =
d

dt

[
P (1) (i→ [n])

]
=

2π

~
|Vni|2ρ (En)

∣∣∣∣
En'Ei

,

which does not depend on t. This equation is called “Fermi Golden Rule”, and we can rewrite it as

ωi→[n] =
2π

~
|Vni|2δ (En − Ei) ,

where

∫
dEn ρ (En) is replaced by δ (En − Ei), which is valid for t→∞.

Harmonic Perturbation

Consider a harmonic perturbation of the following form,

V (t) = νeiωt + ν†e−iωt.

Using the same calculation we have done previously, we find that to first order the probability amplitude is
equal to

c(1)
n (t) =

1

~

 1− ei(ωni+ω)t

ωni + ω
νni︸ ︷︷ ︸

emission near ωni ' −ω

+
1− ei(ωni−ω)t

ωni − ω
ν†ni︸ ︷︷ ︸

absorbtion near ωni ' ω

 .
For the stimulated emission where ω ' −ωni, the transition probability is equal to∣∣∣c(1)

n (t)
∣∣∣2 =

4 |νni|2

~2 (ω + ωni)
2 sin2

[
(ω + ωni) t

2

]
.

The transition rate to the state |n〉 with energy En = Ei − ~ω at large t is equal to

ωi→n =
2π

~
|νni|2 δ (En − Ei + ~ω)
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and if the spectrum of En is continuous or closely spaced, then

ωi→[n] =
2π

~
|νni|2 ρ (En)

∣∣∣∣
En'Ei−~ω

.

Similarly for the absorption at ω ' ωni, the transition probability is

∣∣∣c(1)
n (t)

∣∣∣2 =
4
∣∣∣ν†ni∣∣∣2

~2 (ω − ωni)2 sin2

[
(ω − ωni) t

2

]
.

The transition rate as t→∞ is

ωi→n =
2π

~

∣∣∣ν†ni∣∣∣2 δ (En − Ei − ~ω)

and if the spectrum of En is continuous or closely spaced, then

ωi→[n] =
2π

~

∣∣∣ν†ni∣∣∣2 ρ (En)

∣∣∣∣
En'Ei+~ω

.

We note that the harmonic perturbation can give rise to both stimulated emission and absorption of ∆E = ~ω
or the final states over a continuous spectrum of energy. For the latter, the radiation does not have a single
well defined wavelength. For the discrete states as t → ∞, we have the following relationship between the
absorption and stimulated emission rate,

ω
(absorption)
i→n = ω

(emission)
n→i ⇒ |νni|2 =

∣∣∣ν†in∣∣∣2 ,
which is called “detailed balancing”.

9.3.2 Applications to interactions with classical radiation field

We will use the results of the time-dependent perturbation theory to study the interactions of atomic elec-
trons with classical electromagnetic field. Fermi showed that the Hamiltonian for a charged particle in the
electromagnetic field can be described by

H =

(
P 2

2m
+ V

)
︸ ︷︷ ︸

H0

− e

mc
~P · ~A⊥(t)︸ ︷︷ ︸
V (t)

+
e2

2mc2
A2
⊥ −

gµB
~

~S · ~B +Hrad︸ ︷︷ ︸
ignored

,

where ~A⊥ is a purely transverse field. Since we choose the Coulomb gauge or the radiation gauge, that is,

~∇ · ~A = 0

only the transverse field survives. We assume that the vector potential ~A originates from a monochromatic
plane wave, where

~A(~x, t) = A0ε̂

ei(ω/c)n̂·~x−iωt︸ ︷︷ ︸
absorption

+ e−i(ω/c)n̂·~x+iωt︸ ︷︷ ︸
emission

 .
For absorption, the transition rate is equal to

ωi→n =
2π

~

∣∣∣ν†ni∣∣∣2 δ (En − Ei − ~ω) ,
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where

ν†ni =
〈
n
∣∣∣− e

mc
~P · ~A

∣∣∣ i〉
= −eA0

mc

〈
n
∣∣∣ ei(ω/c)n̂·~xε̂ · ~P ∣∣∣ i〉 .

We define the absorption cross section as

σabs =
energy absorbed per unit time

energy flux

A unit of the cross section is length squared, which is equivalent to an area. Physically, we can think of the
cross section as an area that absorbs energy.

⇒ σabs =
~ω · ωi→n

cU
,

where c is the speed of light and U is the energy density (cU is the energy flux). For the electromagnetic
radiation, the energy density is equal to

U =
1

2

(
E2
max

8π
+
B2
max

8π

)
=

1

2π

ω2

c2
|A0|2 .

Therefore, the absorption cross section is equal to

σabs =
4π2~
m2ω

(
e2

~c

)
︸ ︷︷ ︸
α= 1

137

∣∣∣〈n ∣∣∣ ei(ω/c)n̂·~xε̂ · ~P ∣∣∣ i〉∣∣∣2 δ (En − Ei − ~ω) .

We note that the cross section does not depend on A0, which is the strength of the electromagnetic field.
For the emission probability, the calculation is also the same using the detailed balance relation. Our next

task is to calculation the matrix element
〈
n
∣∣∣ ei(ω/c)n̂·~xε̂ · ~P ∣∣∣ i〉

Electric dipole (E1) approximation

If λ =
2πc

ω
� Ratom, then we can neglect sub-leading terms in

ei(ω/c)n̂·~x = 1 + i
(ω
c

)
n̂ · ~x+ · · ·

and use only the zeroth-order term. For example, for an hydrogen atom the energy required to ionize the

atom is E∞ = 13.6 meV=
me4

2~2
and a size of the atom is a0 = 0.52 Å= ~2

me2 . Therefore,

ω =
me4

2~3
= α

mce2

2~2
=
α

2

c

a0
,

while

λ =
2πc

ω
=

4π

α
a0 � a0.

So, E1 approximation is valid in this case. We note that

1. For large atoms, E1 approximation might not work, and we need to include higher-order terms.
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2. In some case, E1 transition is not possible, and we also need to consider the next non-zero terms.

Applying E1 approximation, we obtain〈
n
∣∣∣ ei(ω/c)n̂·~xε̂ · ~P ∣∣∣ i〉 −→ ε̂ · 〈n|~P |i〉 .

We assume that ε̂ = x̂, which is the direction of the oscillation (polarization), and n̂ = ẑ, which is the
direction of the traveling wave.

⇒ ε̂ ·
〈
n
∣∣∣ ~P ∣∣∣ i〉 = 〈n |Px | i〉 =

m

i~
〈n | [x,H0] | i〉 = imωni 〈n|x|i〉︸ ︷︷ ︸

dipole moment

Therefore, the cross section of E1 approximation is equal to

σE1
abs = 4π2αωni |〈n|x|i〉|2 δ (ω − ωni) ,

which is the equation for the electric dipole absorption cross section.

Multipole transition

We can also consider higher multipole transition. For example, the next higher order term in the expansion
is i (ω/c) n̂︸ ︷︷ ︸

~k

·~x ≡ i~k · ~x. Therefore, the contribution due to this term can be written as

(
~k · ~x

)
(~p · ε̂) =

1

2
kiεj

 (xipj − xjpi)︸ ︷︷ ︸
magnetic dipole M1

+ (xipj + xjpi)︸ ︷︷ ︸
electric quadrapole E2

 ,
where xipj − xjpi = Lk is the angular momentum along k̂.

The matrix elements for M1 and E2 are

ν
(M1)
ni ∝

〈
n
∣∣∣ (k̂ × ε̂) · (~L+ g~S

) ∣∣∣ i〉 ,
where ~L+ g~S is the net magnetic moment (we manually insert a spin ~S), and

ν
(E2)
ni ∝

〈
n

∣∣∣∣∣∣∣∣∣ kiεj
(
xixj −

1

3
δijx

2

)
︸ ︷︷ ︸
quadrapole operator

∣∣∣∣∣∣∣∣∣ i
〉


